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Abstract. A network path is a path that a packet takes to reach its
target. However, determining the network path that a host uses to reach
it’s target from the viewpoint of the latter is less trivial than it appears.
Tools such as Traceroute allow the user to determine the path towards
a target (i.e. the forward path), but not the path from the target to the
source (i.e. the reverse path) due to routing asymmetry. Routing asym-
metry means that the network path between two hosts may be different
in opposite directions. Although previous studies have shown that this
asymmetry is widespread, a more detailed characterization is lacking.
In this paper routing asymmetry is investigated in depth using large
scale measurements with 4.000 probes distributed world wide. The main
goal of this paper is to provide characteristics about Internet asymmetry
based on recent large scale measurements. Our findings contribute to a
conclusive overview of Internet asymmetry, which assist researchers and
engineers in making valid assumptions about routing asymmetry.

Keywords: Internet, Asymmetry, Large Scale Measurements

1 Introduction

The fact that Internet routing shows some degree of asymmetry has long been
known [4,5,9,10]. Routing asymmetry means that, given two hosts A and B, the
path from A to B (the forward path) is different from the the path from B to A
(the reverse path). Asymmetry can, for example, be problematic when trying to
troubleshoot problems at host A that occur on the reverse path. The reason for
this is that standard tools, such as Traceroute, are only able to determine the
forward path from the viewpoint of host A.

There have been various studies that quantify Internet routing asymmetry.
This study aims to reinforce those studies and provide a more in depth analysis to
determine where exactly this asymmetry occurs. A better understanding of the
characteristics of Internet asymmetry can, for example, help when attempting
to troubleshoot problems that occur on the reverse path when only the forward
path is known.
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In this paper we look into the asymmetry of network paths. We investigate
to what extent the reverse path can still be determined using the forward path
if the characteristics of Internet asymmetry are known. The goal of this study is
to provide an in depth analysis of Internet routing asymmetry. To perform this
analysis we measure network paths between 4.000 probes across the world. We
analyze the resulting data for network path asymmetry from the Autonomous
System (AS) level. We show that most routes are not completely symmetrical,
although the routes do have properties that still make them useful for specific
applications, such as troubleshooting and collaboration with upstream providers.
The contribution of this paper is providing information that researchers and
engineers can use for the practical applicability of forward/reverse paths.

This paper is organized as follows. In Section 2 we discuss the related work
followed by Section 3, where we explain our hypothesis. In Section 4 we describe
our data acquisition. Then, in Section 5, the analysis will be described. Finally,
we will present our conclusions in Section 6.

2 Related work

Researchers have been studying Internet routing asymmetry for some time [4,
5, 7, 10]. In this section we will discuss a few studies that have investigated the
level of routing asymmetry on the Internet and indicate what shortcomings they
have that we aimed to solve.

First, the research in [5] on route asymmetry covers the AS level. They con-
clude that route asymmetry, on the AS level, is only present in approximately
14% of the routes. However, this research is based on results gathered using
the Active Measurement Project (AMP) which runs mainly on academic net-
works and uses only 135 probes. In their follow up study [4], they use 350 probes
selected from 1200 public traceroute servers. They note that the routing asym-
metry percentage is much higher on commercial networks, namely 65%, which
negatively impacts the usability of Traceroute to measure reverse network paths.

In addition, while they have conducted extensive research on route asymme-
try on the AS level they have not looked at the relative position of asymmetry
(e.g. close to the target of the traceroute, in the middle or close to the source of
the traceroute). If we are interested in the remaining usability of reverse paths
this is an interesting measurement, for example for applications that do not re-
quire the entire path to be symmetric. They proposed an interesting framework
for quantifying the change in paths in which they use the the Levenshtein Edit
Distance (ED) algorithm as a way to determine the distance between two paths.

Secondly, research in [10] concluded that the asymmetry on the AS level is
substantially higher than in [4, 5]. According to them, asymmetry on the AS
level is as high as 90%. The cause of this difference could, for example, be that
this study was conducted 5 years later or that their dataset is obtained using
only a total of 220 probes biased distributed.

Finally, the research in [7] proposes a way of determining the actual path that
a packet has taken to reach a point in a network, with routing asymmetry in
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mind, from the viewpoint of the receiver. They do this mainly for troubleshooting
purposes (e.g. which network is dropping packets). Their method involves a
system of widely deployed probes, IP spoofing and the use of an option in the IP
header that is often not implemented. While the theory behind this method is
sound, it can be difficult to deploy in practice for a few reasons. First, potential
users need to have widely deployed probes in place. Secondly, their method
uses the Record Route option in the IP header. However, this option is often
ignored [6] and packets that use this option are usually dropped. Finally, the
use of IP spoofing, the act of forging the source address, can be problematic due
to issues with company policies, ethics and the fact that there are techniques
to block IP spoofing such as proposed in Request for Comment (RFC) 2827 [2],
which is currently known as Best Current Practice (BCP) 38.

3 Hypothesis

The goal of this section is to describe some terminology and concepts. Then, we
will introduce the hypothesis.

In this paper we consider a network path an ordered list of networks that
connect two end-systems on the Internet. Although there are studies that differ-
entiate networks by IP address or even as IP address range [4], we chose to rep-
resent networks as Autonomous System (Autonomous System (AS)). By using
ASes it is trivial to cluster IP addresses that belong to the same administrative
network.

As shown in Fig. 1 there are two distinct paths between a pair of end-systems
A and B: The forward path and the reverse path. When both paths are com-
pletely equal then the path is symmetric, otherwise it is asymmetric. Note that
to reliably determine a complete network path from the viewpoint of the receiver,
the Internet would have to be completely symmetric.
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Fig. 1: Network path

Our goal is to show that network paths are symmetric near the end-systems,
meaning that for that section of the network path standard tools can be used
to determine the reverse path. We defined the following hypothesis: The reverse
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network path can be reliably discovered via standard tools, such as Traceroute,

near the end-systems..

4 Data acquisition

In this section we will describe the methodology that we used. We will first
explain which measurement network we use and what it consists of. Then, we
will explain how the measurements are configured. Lastly, we will present some
preliminary considerations concerning the measurements.

The main requirement for investigating our hypothesis was having a large
amount of Internet connected computer systems which we could control. In or-
der to meet this requirement we use RIPE Atlas. This project manages probes
around the world for the specific purpose of network measurements. A probe
is a dedicated network measurement device that can be placed in a network
to allow measurements to be performed remotely. The Atlas project consists of
approximately 7.000 distributed probes1 worldwide. Although we are aware of
several other measurement infrastructures, such as PlanetLAB2, EmanicsLAB3

and the NLNOG Ring4, these do not provide the scale and distribution that was
required for measurements that are representative of the Internet.

RIPE Atlas has imposed a credit system that limits measurements in three
ways. The credits that are consumed per day, the number of measurements that
can be run concurrently and the total number of credits that can be consumed.
These limits have a consequence on the number of probes that can be used and
in which combination. Credits can, for example, be earned by hosting a RIPE
Atlas probe. It is due this credit limit that not all probes that are available can
be used. This further depends on the measurement layout, which probe measures
what and to what other probe.

4.1 Measurement configuration

We considered three layouts in which the probes can conduct the measurements.
Note that to be able to determine route asymmetry between two probes, each
probe has to traceroute the other. In the considered layouts each probe performs
traceroutes to the probes to which it is connected.

Fully connected layout (Fig. 2a) - This layout has the advantage of
utilizing the complete potential of the involved probes, every probe measures
the path to every other probe. The disadvantage is that due to the credit limit
only a very limited amount of probes from the total can be used. For example:
considering the 1 million credit limit only 112 probes can be used due to the
high amount of paths in this type of layout. A small amount of probes means
that specific network issues that occur at individual probes have a large impact.

1 RIPE Atlas System Statistics: https://atlas.ripe.net/
2 https://www.planet-lab.org/
3 http://www.emanicslab.org/
4 https://ring.nlnog.net/
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(a) Fully connected (b) Star (c) Random Tuples

Fig. 2: Probe layout

Star layout (Fig. 2b) - In comparison to the fully connected topology this
has the advantage of allowing many more probes to be used. However, in this
case the center probe will have a large impact on each measurement. Network
issues at the center probe can cause the entire experiment to fail.

Random tuple layout (Fig. 2c) - In this layout random tuples of probes
are selected. This has the advantage of minimizing the impact of a single mis-
behaving probe. Furthermore, it allows for a much larger selection of probes,
considering the Atlas limits. Because of these advantages this is the layout that
we used.

Using the random tuple layout we selected 4.000 probes, meaning 2.000 tu-
ples, in a way that favoured longer geographic distances. The attempt to have
longer geographic distances is to prevent a large concentration of probes in Eu-
rope, as most probes are located there. The algorithm used to select the probes
works by randomly picking probes and comparing the distance between them to
some threshold (in our case: 10.000 km), if the threshold is exceeded then the
probe tuple is added to the final result set. If, after a number of attempts (in
our case: 2.000), no probe tuples can be found that exceed the threshold then
the threshold will be lowered.

The distribution over continents in terms of numbers is shown in Table 1.
There is a large skew towards Europe which is caused by the relatively large
number of probes located there. The average distance between two probes in a
tuple is 6.945 kilometres (as the crow flies).

For every selected pair consisting of probe A and probe B two measurements
were scheduled. One measurement, consisting of a traceroute, was configured
from probe A to probe B (the forward path) and another from probe B to probe
A (the reverse path).

Network variances over time were smoothed out by scheduling the measure-
ments to run every three hours, for ten days. This was limited by the total
amount of credits we were allowed to consume. The measurements were per-
formed from 14:00 on the 28th of July 2014 to 14:00 on the 7th of August 2014,
Coordinated Universal Time (UTC).
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Table 1: Distribution over continents
Continent Selected Available Fraction Fraction of selected

Europe 2681 5200 51.56% 67.03%
North America 724 1003 72.18% 18.10%
Asia 267 420 63.57% 6.68%
Africa 157 223 70.40% 3.93%
Oceania 109 145 75.17% 2.73%
South America 59 87 67.82% 1.48%
Antarctica 1 1 100.00% 0.03%
Unknown 2 4 50.00% 0.05%

Total 4000 7083 100%

4.2 Preliminary considerations

RIPE Atlas probes conduct their traces on the IP level where each hop consists
of a single IP address. Because we want to look at the network paths from the
AS level it was necessary to convert the measured paths. In order to convert IP
addresses to their corresponding AS numbers we used the BGP routing table
dumps obtained from the Remote Route Collector (RRC)s managed by the
Routing Information Service (RIS), which in turn is operated by RIPE. These
routing tables contain a large amount of routes that are announced on the In-
ternet by different ASes. Using these routes we are able to determine the AS
number for a given IP range. The tool we used for this and its source is available
online5. Alternatives to this method are, for example, provided by CAIDA6 or
MaxMind7.

Each IP address in the paths on the router level was converted to their
corresponding AS number. It is apparently common for multiple hops to occur
within the same network. This is shown by the reduction in the number of hops
in network paths on the router level in comparison to network paths on the AS
level, which is, on average, 64.46%.

Our choice of probes was optimized to prevent a large cluster of probes
in Europe by increasing the geographic distance between pairs, this may have
introduced a bias in network path length. In order to show that this is not the
case we plot the geographic distance, which is shortest distance between two
points on a sphere (great circle distance), against the number of hops in the
forward network path on the AS level. The result of this is shown in Fig. 3.
As we expected there appears to be no clear relation between the geographic
distance and the number of hops.

5 IPASNExporter: https://bitbucket.org/woutifier/ipasnexporter
6 http://www.caida.org/
7 https://www.maxmind.com/
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Fig. 3: Geographic distance vs path length

In Fig. 4 the distribution of the length of the measured paths is shown. Most
paths contain five different AS-numbers. This means that in those cases three
autonomous systems aside from the one the receiver and the sender are in (e.g.
their ISPs) are involved in routing the packets.
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Fig. 4: Distribution of path length

The measurements that were performed by the probes were not completely
perfect or complete. This may, for example, have been caused by probes that
delayed their measurements for too long or did not perform them at all. Because
of this we have applied some filters to the dataset. Prior to the filtering we
had 153,638 potential forward/reverse path pairs, of a theoretical 160,000. The
absence of some paths can be attributed to some probes that did not respond
or did not complete any measurements.

Since forward and reverse path measurements are initiated from two different
probes there can be a delay between the two measurements being executed. To
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prevent this difference from influencing the results we only match paths if they
were measured no more than 600 seconds apart. If they are outside that time limit
the forward/reverse pair is discarded. This prevents path instability from being
interpreted as path asymmetry. This filter reduced our potential forward/reverse
path pairs by 16,103.

The second filter we implemented is based on the principle that the first hop
of the forward path should be the last hop of the reverse path, because these are
the origin and destination networks. The same principle applies in the opposite
direction. Measurements where this is not the case can be caused by incomplete
traces. We filtered all forward/reverse path pairs where this was the case. This
removed 14,620 results from the set.

To prevent probes that measured completely empty paths to influence the
results we filtered all pairs that contained a completely empty path. Completely
empty paths do not exist in actual networks, as a network path always contains
at least a single hop, even if the source and target IP addresses are in the
same network. This can be caused by incomplete traces or probes that are not
executing their measurements. This filter reduced our result set by 3,365.

The three filters that we implemented left a total of 119,550 or 74.72% of the
theoretical 160,000 pairs.

For paths that contained unresolvable hops we considered a few options. The
first option is to discard all path pairs that contained such a hop. However,
this would impact a significant part of the result set as unresolvable hops are
common. Another option, which was also implemented in [3] is to simply consider
an unresolvable hop as a wild card, meaning that it will match any hop in the
opposite path that is in the same position.

5 Analysis

In this section we analyze the dataset that was obtained using the methodology
described in the previous section. Our dataset contains a total of 2275 unique
AS numbers, of which 1717 contain one or more probes. Of all results in our
dataset, 15053 (12.6%) forward/reverse path tuples are completely symmetric
and 104497 (87.4%) show asymmetry. This is in line with the results found
in [10], however, we use far more probes. The large percentage of asymmetric
paths further justifies studying the characteristics of Internet asymmetry.

Before we start the analysis we introduce two variants for calculating the Edit
Distance (ED) between two paths. One is the Levenshtein algorithm [8] which
was first used for this purpose in [4] [5]. The Levenshtein algorithm counts the
number of required insert, delete or change operations to make two paths equal
to each other. The Levenshtein algorithm was originally intended to be used
to measure the differences between strings, however, it can be used without
modification for measuring the change in network paths. In addition to the
Levenshtein algorithm we also use a variation called Damerau-Levenshtein [1].
Damerau-Levenshtein extends the original algorithm by also counting transpose
operations as a single change. It is much less sensitive to swapped hops. The
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extended algorithm is interesting in contexts where the presence of ASes on a
path are of more importance than their specific location.

5.1 Stability over time

We begin our investigation by determining the change of paths over time. This
is of interest because it is not always possible to measure the reverse path at
the exact time that the forward path was established. We calculate the average
ED over all paths over time. The ED is determined as follows: The first path
to a destination is taken as a ground truth to which each consecutive path is
compared. We then calculate the ED based on the Levenshtein algorithm. We
had to modify the algorithm slightly because not all paths are of the same length,
which would cause longer paths to have a much higher impact on the results than
shorter paths. Therefore, we normalize the ED by dividing it by the path length
as shown in formula 1.

ED(forward, reverse)

MAX(len(forward), len(reverse))
(1)

The normalized ED is between 0.0 (i.e. completely symmetric) and 1.0 (i.e.
completely asymmetric). Fig. 5 shows the results of this analysis. Note that the
graphs indicate that network paths are not subject to great change over time.
The instability appears to stop increasing after 8 days, therefore measurements
should be done over a longer period of time to show if this behavior persists.
Furthermore, we compared the results using the Levenshtein algorithm to the
Damerau-Levenshtein algorithm and this showed results which are almost com-
pletely identical. This indicates that the relative position of a network in a path
is stable.
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Fig. 5: ED over time using Levenshtein algorithm
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5.2 Absolute difference

We look at the absolute difference between the forward and reverse path pairs to
get an understanding of how big the impact of routing asymmetry is. We define
the absolute difference as the ED between the forward and reverse path. The
ED between all path pairs is shown in Fig. 6. Note that the difference between
the results of the two algorithms indicates that it is a common occurrence for
two hops to be swapped in either the forward or reverse path. Furthermore,
most forward/reverse path pairs show a distance of either 1 or 2 from their
counterpart.
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Fig. 6: Distance between forward and reverse path

5.3 Relative difference by position

In this section we show the similarity of hops based on their relative position
in the path. This shows if a certain hop is usable for mitigation. If a forward
and reverse trace have different lengths then they are not included in this figure,
which results in 28139 result pairs being used in Fig. 7. This shows how the
symmetry decreases as we move closer to the middle of the path, as expected.
It also shows that for the longest path (7 hops) the middle hop is equal in both
the forward and reverse path in approximately 60% of the cases.

Given this measure of asymmetry we try to find out if the majority of asym-
metry is caused by a small number of networks (i.e. ASes). We look at which
ASes are involved when asymmetry occurs. From the approximately 500 ASes
that are involved we see that the top 10 is responsible for 48% of the total asym-
metry. We manually categorized these ten ASes in three types: T1 for Tier 1
providers, T2 for Large ISPs and IXP for Internet Exchange Points. The results
are shown in Table 2. It is obvious that the largest Internet Service Provides
(i.e. Tier 1 providers), cause the largest part of the asymmetry. It is likely that
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Fig. 7: Average equality by position in trace

this is because those providers are also the ones which have the most peering
connections.

Table 2: Top 10 ASes involved in asymmetry
Position ASN Name Type

1 3356 Level 3 Communications, Inc. T1
2 174 Cogent Communications T1
3 1299 TeliaSonera International Carrier T1
4 3257 Tinet SpA T1
5 3216 OJSC Vimpelcom T2
6 34984 TELLCOM ILETISIM HIZMETLERI A.S. T2
7 1200 Amsterdam Internet Exchange B.V. IXP
8 2914 NTT America, Inc. T1
9 6453 TATA Communications, Inc. T1
10 6695 DE-CIX Management GmbH IXP

5.4 Consecutive equal hops

We count the number Consecutive Equal Hops (CEH) from each side of the for-
ward/reverse path that are equal, not counting the source and target networks.
This approach can be used even if the lengths of the forward/reverse path are
unequal. The average number of CEH, divided by two to get an average for each
side, is plotted against the total number of hops in the forward path in Fig. 8a.

Included in Fig. 8a is the 95% confidence interval. This figure shows that for
path lengths 6 and 7 there is on average at least one additional equal network
aside from the source and target networks. For the most common path length,
five, there is one network that is the same in both the forward and reverse path
in approximately 75% of the cases.
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Fig. 8: Average number of CEH between forward and reverse paths

In Fig. 8b only the first complete result for each pair is considered. These
graphs show that it is not necessary to do repeated measurements over a longer
period of time to determine route asymmetry. Note that this suggests that route
asymmetry does not vary significantly over time.

6 Conclusion

In this paper we have analyzed and characterized several aspects of Internet
routing asymmetry. Our analysis has been conducted on a large scale using RIPE
Atlas. The results from our study contribute to assist researchers and engineers
in making valid assumptions while using forward/reverse paths data. In addition,
we contribute to give a conclusive overview on the partial asymmetry of Internet
routing.

The usability of Traceroute for measuring reverse paths is, depending on the
application, questionable. We have confirmed the presence of asymmetry in the
majority of Internet routes, and determined where this asymmetry occurs. Our
hypothesis, that reverse network paths can be reliably discovered via standard
tools near the end-systems has been confirmed. We have found, in the worst
case, a hop, representing an AS, is the same in the forward and the reverse path
in 59% of the cases, but often more.

As future work we plan to extend the analysis on the IP-level. Furthermore,
we plan to apply machine learning to estimate network path accuracy given
certain indicators, such as the type of networks that are involved and the length
of the path.
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